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Why Learn Something You Already Know?



(What I won’t talk about)



3

Geometry

Lighting

Materials

Rendering

© Rhythm & Hues
Slide adapted from Miika Aittala



“Volumetric Rendering Equation” 
= Radiative Transport Equation (Chandrasekhar, 1960)
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Graphics is simulation(*)



Simulator ~

computational model
with interpretable inputs and outputs



Data



Data
Model
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Model



Materials

(Many!)
interpretable parameters Model



BRDF: 
Bidirectional
Reflectance
Distribution 
Function

Phong
Blinn

Cook-Torrance
etc.

Lambert

Slide: Miika Aittala



Photograph
Rendering

2 triangles + captured SVBRDF
[Aittala et al. SIGGRAPH 2013]

Content is king



Photograph

Content is king

Rendering
2 triangles + captured SVBRDF
[Aittala et al. SIGGRAPH 2013]



Interpretable

~

Physically meaningful
Perturbing inputs (mostly) has predictable effect



Aittala et al. SIGGRAPH 2015



Diffuse 
albedo

Specular
albedo

Normals Glossiness Anisotropy

Aittala et al. SIGGRAPH 2015



Takeaway 1:

Hi-fi visuals correlate with meaningful properties

We know something about the material(*)



Takeaway 2:

Even simple real-time models are powerful





Deep Learning



Deep Learning

Does it have similar properties?



Adversarial Examples

Panda
(55.7% 
confidence)



Adversarial Examples

Gibbon
(99.3% 
confidence)





& al.

Orig. 
dataset

Non-robust 
dataset



Proc. ICLR 2019



Is machine learning all broken then?
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Kone hallusinoi uusia ihmisiä

Tero Karras, Timo Aila, Samuli Laine, Jaakko Lehtinen (NVIDIA Helsinki)

Laskenta-aika “CSC-kuukausina”: 2kk 24/7

(linkki)
Progressive GANs

T. Karras, T. Aila, S. Laine, J. Lehtinen

https://www.nytimes.com/interactive/2018/01/02/technology/ai-generated-photos.html
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StyleGAN (Karras et al. CVPR 2019)



(Would be very hard to write generator by hand)
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Data-driven generative models

Training set = samples of desired output



33

Data-driven generative models

Trained generator
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Data-driven generative models

Trained generatorLatent code
= parameterization

Output



Do GANs learn “meaningful” things? Kind of



Proc. ICLR 2019



”Latent arithmetic”

Puzer: StyleGAN latent projection + “smile direction”

Original sample + “smile vector” + more “smile vector”



Entangled, must “excavate” latent space

No control(*), no guarantees



Bigger picture: simulation vs. black boxes
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Simulators

Numerical solverMeaningful inputs Output
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Data-driven generative models

Trained generatorLatent code
(bunch of random

numbers)

Output



Known for long:
Ability to generate helps other tasks



Simulation from model matches input

<=>

Model is probably correct



“Analysis by synthesis”
Blanz & Vetter SIGGRAPH 99



Very strong prior

Still, optimization to match appearance is hard

Bad parameterizations (local min., multi-valued)
Comparing pixels is bad (do not match “meaning”)



Simulators
“meaningful”, understandable
data efficient
hard to get truly realistic outputs
data often lives in spaces with poor structure

Data-driven models
black box, uncontrollable
need lots of data
photorealistic results
learn to parameterize complex data manifolds
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Interpolation in Progressive GAN latent space

47



Metrics matter



Why learn something you already know?



(Don’t get me wrong – it’s interesting)







We know this very, very well!
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Numerical solverMeaningful inputs Output

Trained generatorLatent code Output



56Numerical solver

“Meaningful 
representation”

Output

Trained generatorLatent code



57Numerical solver

“Meaningful 
representation”

Output

Trained generatorLatent code

Good 
parameterization







60Numerical solver

Meaningful 
representation

Output

Trained generatorLatent code

Training?



61Numerical solver

Meaningful 
representation

Output

Trained generatorLatent code

Do not want 
to supervise 
with these!



“Here’s a bunch of meshes, give me new ones”

or

“When you see this picture, output this mesh”



63Numerical solver

Meaningful 
representation

Output

Trained generatorLatent code
But with these, 
like GANs

Do not want 
to supervise 
with these!



Set these as you like…



So that these match



What do we need?



67Numerical solver

Meaningful 
representation

Output

Trained generatorLatent code

Differentiable 
simulators



Proc. SIGGRAPH Asia 2018Example



Example 2
(supervision w/
3D representation)



70Numerical solver

Meaningful 
representation

Output

Trained generatorLatent code

Good
representations?



(Also need:
way to compare prediction to observation)



Disclaimer: hot topic, lots of work out there

But we are far from completing end-to-end chain



Stepping back



Kahneman’s Thinking, Fast and Slow

Fast: unconscious, automatic

Slow: “think it through”, iteratively test hypothesis



Kahneman’s Thinking, Fast and Slow

Fast: unconscious, automatic
~ learned inference

Slow: “think it through”, iteratively test hypothesis
~ simulation, analysis by synthesis



Opportunity: people learn by combining both

Fast: unconscious, automatic
~ learned inference

Slow: “think it through”, iteratively test hypothesis
~ simulation, analysis by synthesis



Done in model-based RL –
but with black-box models



Conjecture:

building in prior knowledge in form of simulators 
has to make sense: data efficiency, interpretability



Claim:

visual simulation – graphics – is vital
for building long-term autonomous agents
that operate in the real world



Claim:

visual simulation – graphics – is vital
for building long-term autonomous agents
that operate in the real world

Thank you!


