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Presenter Notes
Presentation Notes
Hello everyone, 
I am Tianyu from University of Utah,
I am glad to be here to share our paper, Virtual Blue Noise Lighting, with you. My co-author Wenyou is another first author of this paper. 



All images are using 12K virtual lights
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Presenter Notes
Presentation Notes
Here is a group of images comparing our method to prior virtual light methods using VPLs, VSLs, and Rich-VSLs. 

As you can see, our method can render the clearest glossy reflection on the box behind Buddha. (Click) We achieve this by improving virtual light placement, distribution, and sampling, and emission profile computation.


Virtual Light Methods

i.e. Instant Radiosity
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Presentation Notes
Before introducing our method, let’s recap the prior work on virtual light methods.


Virtual Point Lights (VPLs)

[Keller 1997]

VPL Generation Final Gathering

Alexander Keller. 1997. Instant radiosity. In Proceedings of the 24th annual conference on Computer graphics and interactive techniques. 49-56.


Presenter Notes
Presentation Notes
Rendering with virtual lights, also known as instant radiosity, is a two-pass algorithm.

In the first pass we trace random light paths and place virtual point lights, VPLs, at each vertex along these light paths. 

The second pass is final gathering. Indirect illumination is handled by computing direct illumination from all VPLs.


Virtual Spherical Lights (VSLs)

[Hasan et al. 2009]

* No geometry term singularity, but an integral

* No splotches, but blurry

Milo$ Hasan, Jaroslav Kfivanek, Bruce Walter, and Kavita Bala. 2009. Virtual spherical lights for many-light rendering of glossy
scenes. ACM Trans. Graph. 28, 5 (December 2009), 1-6. https://doi.org/10.1145/1618452.1618489



Presenter Notes
Presentation Notes
Conventional VPLs cannot properly handle specular transport. We can solve this problem by using virtual spherical lights, VSLs. 

VSLs distribute the energy over nearby surfaces inside an imaginary sphere.

This removes the singularity of the geometry term, but it also leaves a cone integral to solve, which can be costly.

Using VSL does not produce splotches like VPLs with specular transport, but the results of VSL can be blurry.


Rich-VPLs & Rich-VSLs

[Simon et al. 2015]

Reference

Rich-VSLs

[Simon et al. 2015]

* Virtual lights with emission profiles

* Increased storage cost per virtual light

Simon, Florian & Hanika, Johannes & Dachsbacher, Carsten. (2015). Rich-VPLs for Improving the Versatility
of Many-Light Methods. Computer Graphics Forum. 34. 10.1111/cgf.12585.



Presenter Notes
Presentation Notes
Rich-VPL is a more recent technique to improve specular light transport using virtual lights. 

For rendering more challenging situations like this scene, Rich-VPL use virtual lights with emission profiles. And compute emission profiles from a photon map. 

However, after adding directional emission profiles, a virtual light becomes very expensive, thereby limiting the number of virtual lights that can be used in practice.

Considering this limitation, the virtual light placement becomes much more important.


Rich-VSLs vs. Ours

[Hasan et al. 2009]

Rich VSLs
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Presentation Notes
In this paper, we introduce various improvements to the rendering pipeline with virtual lights.

As a result, our method provides a better illumination estimation and faster convergence during rendering.


3 Problems
of Prior Virtual Light Methods
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We identify 3 main problems in prior virtual light methods.


W

Problem 1

Virtual lights with no contribution to the final image

Virtual Light 'Pllacém_é_'ntf L

Veach Door scene
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Presentation Notes
Problem 1 is wasted virtual lights. These are virtual lights that have no contribution to the final image. 

For example, in the Veach Door scene you see here, there are very few virtual lights inside the room. This results in a poor illumination estimation, forming splotches you see in the rendered image on the left.


Problem 1

irtual lights with no contribution to the final image

outside of the room
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If we step outside, you will see where all other virtual lights are. They are placed outside of the room and do not contribute to the final image.

Though this is an extreme example, it is not uncommon to have a large percentage of virtual lights with no contribution to the final image.


W

Problem 2

“Hot zones” are often over-sampled with many virtual lights.

from light
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Problem 2 is “Hot zones,” where a significant portion of the light paths go through, are often over-sampled with many virtual lights, even when their contributions to the final image could be effectively approximated using fewer virtual lights.

In this example, a large portion of virtual lights are placed close to the original light source. Other areas are not sampled adequately.


Problem 2

“Hot zones” are often over-sampled with many virtual lights.

from light from camera
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Presentation Notes
In our method, we address Problem 1 and Problem 2 by generating virtual lights starting from the camera. As you can see, this results in a much better sampling of the room.


Problem 3

oor distribution of virtual lights

Random
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Problem 3 is that Random sampling leads to many virtual light pairs that are placed too close to each other, which is another source of waste.

Also, there are large gaps between virtual lights, resulting in a poor distribution of virtual lights.


Problem 3

oor distribution of virtual lights

Random
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We address this problem by generating a blue noise distribution of virtual lights. This significantly improves the quality, particularly for glossy and specular surfaces.


Our Solutions

Problem 1: unused virtual lights

Problem 2: hot zones
v Virtual light generation from the camera

Problem 3: random distribution
v" Sample Elimination
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Presentation Notes
We address Problems 1 & 2 by generating Virtual Lights starting from the camera. This ensures we do not waste space with unused virtual lights and we do not place too many virtual lights around hot zones.

We address Problem 3 using sample elimination to get a blue noise distribution of virtual lights.

Note that some of these problems were recognized in prior work as well, but the solutions we describe are much more effective. Please see the paper for a more detailed discussion of prior work.


Virtual Blue Noise Lighting (VBNL)

-

]
e

ampling



Presenter Notes
Presentation Notes
Here is an overview of our Virtual Blue Noise Lighting, VBNL, method.
(Click) It begins with generating initial candidates from camera, 
(Click) Then, it performs parallel adaptive sample elimination for blue noise distribution,
(Click) The next step is computing the emission profiles by tracing photons.
(Click) Finally, we sample the virtual lights during rendering.
I am going to explain these 4 steps in this order.


1.
Virtual Light Generation

from Camera
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We begin with virtual light generation from camera


Virtual Light Generation

”
L] I

'x

* No wasted virtual lights

* Density &X camera importance.
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To address Problem 1 and Problem 2, we generate virtual lights from the camera.

(Click) We start by tracing a camera ray to find the primary hit position X. 

(Click) And then we can extend the path to get the position of a virtual light position candidate Y. 

(click) This guarantees that all the virtual lights we generate contribute to the final image.

(click) In addition, the local density of virtual lights is proportional to camera importance. This addresses Problem 2- the “hot zone” problem.





Virtual Light Generation

) . C0.0..C0 0

0.0

N

* No wasted virtual lights

* Density &X camera importance.
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Presentation Notes
The virtual lights we generate this way form a random distribution. Yet, these are not the final virtual lights. They are only initial candidate positions.


2.
Virtual Light Distribution

Blue Noise via Sample Elimination
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Next, we improve the distribution of our virtual lights to achieve a blue noise distribution using sample elimination.


tttttﬁttt *Lete’
* . @ .
e " a* @ * ‘
_-.-__-.-.- e ® L ° * 0 g
e ®, - * 2 9 *
. . s @ .
) .-.-.- * 9 .-.- .-.-.-
s * L @ s @ . L e "y )
e® * % o o %, e £
e * s e , e *o* . S
n e ® 4 @ e 7.
e . * e o,
O . @ __-__-.- ¢ e %o * M
o *" @ .-.-.-_n__- . __-.-.- =
. * o . * @
* - * *
- o« o ° * oo * o
> ® * 2 g%y ® L
o I e * a0 _!_I_I_l _I._I _I_I._..
£ *e® 4o o o " o0
o I
- . , ot
L ad L L
III Ir LI L
et ° »e .
h 'y -_f l-_-r“ * @
o L * e &
. ofs o
L
o N & L
e o b o . g =
L o ® V *®e ‘ * @)
I‘I‘I L ® ao}
® o . <
— o ‘g ° .- <
L] ’ II & R
L & [
a . ol ®g ®
-ﬁ ® Tg 2 ® o
L
u $ o s “ et
L [ ] [ ] & -'
t ‘Iﬁ -l.l‘ & *
S ee® “ S
o L
o I
e ® . L
V ® ®


Presenter Notes
Presentation Notes
First let us see the difference between a random distribution and a blue noise distribution. Our target is to achieve a blue noise distribution with our virtual lights to address Problem 3.


* Remove some via sample elimination
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Virtual Light Distribution
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We achieve this via Sample Elimination. First we generate more virtual lights than we need.


W

Virtual Light Distribution
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Then, we apply sample elimination to strategically remove some of them and achieve a blue noise distribution.


Virtual Light Distribution
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So with sample elimination


Virtual Light Distribution
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We eliminate some candidates, then we can get virtual lights with blue noise distribution
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Presenter Notes
Presentation Notes
This is an example showing the Distribution of Initial Candidates, very dense, right? 
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And after sample elimination, it is difficult to find any two virtual lights are still grouped together.


Uniform Sample Elimination

* Using the same Poisson disk radius is not always good.
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Presenter Notes
Presentation Notes
However, using the same Poisson disk radius is not always good. (Click) If you check the reflection of the bottles on the table, you will find that the reflection disappears. In that sense, uniform sample elimination can be worse than random sampling.

So, for rendering the glossy reflection using virtual lights, we might want to keep the original sample density. Because the original density contains information about camera importance.  



Adaptive Sample Elimination

* Do sampling elimination in the local domain.

* Each individual sample will have its own radius.
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Presenter Notes
Presentation Notes
We address this problem by using adaptive sample elimination. We adjust the Poisson disk radius of each virtual light based on the initial density.
With adaptive elimination, we can preserve the density of initial candidates. (Click) This preserves the glossy reflection in this example.




Parallel Sample Elimination

* Split the domain using a balanced k-d tree

* Perform sample elimination bottom up

£,
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Presentation Notes
In the paper, we also describe a method for performing sample elimination in parallel. 

Our parallel sample elimination splits the sampling domain into subdomains or equal samples. We use a balanced KD-tree to partition sampling space. We begin sample elimination in the leaf nodes of the tree. Then, we merge them and continue sample elimination.




Presenter Notes
Presentation Notes
For this scene, Eliminating more than 1 million samples, parallel sample elimination is almost 10 times faster in a 12 core CPU. 



3.

Emission Profile Computation
Photon Splitting
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We have talked about how to get a blue-noise distribution of virtual lights. So far, the virtual lights are just placeholders. They do not have any emission information.  Now it is time to compute their emission profiles using photon splitting.



Emission Profile Computation

* Photon Tracing and Incident Radiance Estimation
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scene light
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Presenter Notes
Presentation Notes
This step starts with photon tracing. Instead of storing a photon map, (Click) we generate each photon, 


Emission Profile Computation

* Photon Tracing and Incident Radiance Estimation

| scene light
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Presentation Notes
(Trace it), (Click) find the virtual lights around the hit point


Emission Profile Computation

* Photon Tracing and Incident Radiance Estimation

| scene light
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Presenter Notes
Presentation Notes
and distribute its energy to the nearby virtual lights. We call this process “photon splitting.”
After that, we do not need to store the photon. (Click)
This way, we can efficiently use a large number of photons for estimating the incoming radiance for each virtual light.


W

Emission Profile Computation

* Photon Tracing and Incident Radiance Estimation

 Radiance Conversion

v ¥ 2
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Presentation Notes
We use an octahedron map to store a directional incident radiance information. (click)After photon tracing, we have all incident radiance stored in such an octahedron map.(click) Then, we use a compute pass do radiance conversion…[to convert the incident radiance to outgoing radiance]. 



W

Emission Profile Computation

* Photon Tracing and Incident Radiance Estimation

 Radiance Conversion
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…[to convert the incident radiance to outgoing radiance]. 
Outgoing radiance is stored in an octahedron map as well. 



Emission Profile Computation

* Photon Tracing and Incident Radiance Estimation

 Radiance Conversion
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Presenter Notes
Presentation Notes
Here is an example incident radiance map. That is converted to an outgoing radiance map, which is the emission profile. [That is converted to an outgoing radiance map, which is the emission profile.]




W

Emission Profile Computation

* Photon Tracing and Incident Radiance Estimation

 Radiance Conversion
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[That is converted to an outgoing radiance map, which is the emission profile.]




Presenter Notes
Presentation Notes
This is a video clip showing that how emission profiles change during photon tracing. All our emission profiles are packed into a single texture called mega texture. After computing the incident radiance, we convert all incident radiance maps to outgoing radiance maps, representing the emission profiles of our virtual lights.





4.
Virtual Light Sampling
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We finish computing emission profiles for virtual lights, now let us talk about Virtual Light sampling,
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Presenter Notes
Presentation Notes
After computing emission profiles, we have our virtual lights with directional emission information. Next problem: how can we sample them efficiently?





Presenter Notes
Presentation Notes
Let us try power-based sampling first, it is not surprising to see that power-based sampling can not give us a good result.




Presenter Notes
Presentation Notes
Then, let us try Light BVH sampling, which is a hierarchical sampling technique. Even with this, we cannot get much improvement. Can we do better?




Presenter Notes
Presentation Notes
The answer is Yes! This is the result of BSDF Sampling. 




Presenter Notes
Presentation Notes
So How can we achieve this? For BSDF sampling, we query nearby virtual lights to decide the final light samples. What we pay is short distance ray tracing, which is very fast. This way, we get rid of explicit cone sampling for spherical lights. Also, instead of one light sample, we can use one bsdf ray to sample all virtual lights that overlap with the hit point.




Presenter Notes
Presentation Notes
Compared wittoh Light BVH and power-based sampling, BSDF sampling spends less time, and the convergence is much better.




Presenter Notes
Presentation Notes
We can even do better with multiple important sampling, 
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Presenter Notes
Presentation Notes
Compared to bsdf sampling alone, we can get better results and only slightly increase the cost.





Presenter Notes
Presentation Notes
Instead of MIS, We can also try to combine our sampling technique with ReSTIR, we can even get better result, but because of the overhead, we pay more computation time for ReSTIR sampling. 


An et
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Presentation Notes
If we use the same shading time, our MIS can generate better results.




Presenter Notes
Presentation Notes
Now we have our sampling strategy, but we can still encounter other problems, especially, we may have Undersampling problem. This is an image showing this situation, With highly specular material, we can clearly see these artifacts.


Undersampling: Highly Specular Surfaces
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Presentation Notes
That is because when we hit a highly specular surface, the specular lobe is narrow, so for this estimated area we do not have enough virtual lights.





Presenter Notes
Presentation Notes
Undersampling also happens near corners, as can be seen in this image.


Undersampling: Corners *®
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Presentation Notes
This is because, if the shading point is too close to the corner, even with a large lobe, the virtual light density can still be insufficient.
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Presenter Notes
Presentation Notes
To avoid Undersampling , we introduce Adaptive Camera Path Extension. 

First, we estimate the footprint of the sampling lobe, using the distance between the shading point X and the hit point Y, p_bsdf, which is the pdf of BSDF important sampling, and the geometry term.
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Adaptive Camera Path Extension

* Estimated Sample Footprint p
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Then, we can estimate number of virtual lights inside this estimated area by multiplying it with the virtual light density. Fortunately, we already compute the virtual light density per light for adaptive sample elimination during our virtual light distribution process.

Based on this n, the estimated virtual light count, we make a decision.


W

Adaptive Camera Path Extension

* Terminate or extend the path based on estimated virtual light count.
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If n is large enough, we use the virtual lights that overlap with the hit point Y. If n is too small, we conclude that we do not have sufficient virtual light density, so we extend the camera path, similar to path tracing.


Adaptive Camera Path Extension

* Prevent sharp changes using two used-defined parameters:
Mmin and Mmax

N
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In addition, to avoid visible sharp changes from one sampling method to another, we use two parameters n_min and n_max. if the estimated count is lower than n_min, we always extend the path. If it is larger than n_max, we always terminate the path. Between n_min and n_max, we do both and blend the results.


Without Camera Path Extension_

. —
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This is the result without path extension,


With Camera Path E

xtension
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You can see, with path extension, most artifacts due to Undersampling disappears


Adaptive

R .._5,‘\‘

(G

‘Camera Path Extension

1 2 3
Number of Bounces

i

|

[


Presenter Notes
Presentation Notes
This image shows the average path length. As you can see, there are more bounces near corners, because these parts need more virtual lights to shade.


Results
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We have finished introducing all the components of our method, let’s see some results.


Kitchen
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The first is the Kitchen scene,


Kitc h €N (Prep. + Shade) time
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Presentation Notes
Let’s compare our method to Rich VSLs, uinsg images rendered with the same number of Virtual Lights, RichVSLs take longer shading time than our preparation plus shading time. In addition, Rich-VSLs also require a much longer virtual light preparation time. Still, our method produces clearly superior results.
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Presentation Notes
Compared to Path Tracing with MIS and Light BVH, using the same shading time, our method can produce closer results to the reference.
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Presentation Notes
And if we give path tracing our entire computation time, our result still has lower noise.
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Presenter Notes
Presentation Notes
When it comes to a more challenging scene, the Veach Door scene,
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Presentation Notes
Again, Rich VSLs take much longer preparation time and shading time, but our result is still has much less noise in this scene.


Ours
(6.6 +1.4).s

Path Tracing
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It is not surprising path tracing does not work well in this scene,


Path Tracing
3 S


Presenter Notes
Presentation Notes
Even with the same total time, our result has much less noise.


Ours

Virtual Light Distribution

Rich VSLs
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The quality improvements over Rich-VSLs can be attributed to the improvement of our virtual light distribution.
Compared with Rich VSL, our method automatically places VSLs with a higher density where prominent specular reflections appear.



Ours

Virtual Light Distribution
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Presentation Notes
In Veach Door scene, because Rich VSL generate virtual lights on photon’s position, only a few virtual lights are placed inside the room.
Our virtual lights are generated from cameras, so we don’t have the undersampling problem of other virtual light methods.



Conclusion
Virtual Blue Noise Lighting
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In conclusion


Virtual Blue Noise Lighting

* Virtual Light Placement
Camera paths
* Blue Noise Distribution
Adaptive sample elimination
* Emission Profiles
Photon splitting
* Sampling
MIS: BSDF + power-based

Adaptive camera path extension



Presenter Notes
Presentation Notes
We have introduced the virtual blue noise lighting that improves the indirect illumination estimation pipeline using virtual lights. 
Unlike typical virtual light generation that relies on light paths, our method uses camera paths for virtual light placement.

Then We combine this approach with an adaptive sample elimination strategy that leads to a blue noise distribution with a varying density. 

Furthermore, we describe a photon splitting method that can efficiently use a large number of photon paths for generating the emission profiles of virtual lights. 

we combine BSDF sampling and power-based sampling with MIS to improve the illumination estimation from our virtual lights during shading. 

Moreover, we have described an adaptive camera path extension technique for resolving undersampling.


Vlrtual Blue Nmse nghtmg

Tianyu Li*, Wenyou Wang”, Daqi Lin, and Cem Yuksel,
University of Utah

Source Code & More:

https://graphics.cs.utah.edu/research/projects/
virtual-blue-noise-lighting/

“joint first authors
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You can find more details in our paper and supplemental document.
Our project page includes a link to the source code of our implementation, using a GPU ray tracer in Falcor.
Thank you for listening.
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