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Motivation & Approach

- Moving towards System on a Chip (SoC)

- GPU performance
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- We've experimented with work in all three areas.

- Still many more opportunities.

Development Cycle

- Wish list

GPU
More autonomy

GPU <-> NIC

Software

Native TCP/IP, MPI

- As we iImplement
support software,
scientists use it and come up with new demands,
spurring changes from GPU vendors, on top of
which we implement new software systems.
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- Run kernels on
CPUs and GPUs.

- Move computation to data.
- Decide best resource based on hints from

kernel descriptions, and on data locations. We
tested using a path tracer.
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Projects Continued
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Future Work

- EXxplore heterogeneous scheduling

- Push for more GPU autonomy

- Develop infrastructure for exascale machines
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